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On the Method of Approximate Solutions of Equations

Combined the Bisection Method with the Regula-Falsi Method
TREREBREDHAICESAERXDELUBERICONT

Yukari HAYASHI? and  Isao HIGUCHI*
# B O I

Abstract. As the method of finding the approximate solution of the equation
f(x) =0, the bisection method and the regula-falsi method are well known.
Making use of the above two methods simultaneously, we shall introduce
new methods of the approximate solution prepared with the certainty of
convergence of the bisection method and the speed of convergence of the

regula-falsi method at the same time

1. Introduction.
Let f(x) be continuous on the closed interval [a,b]. In this study we should like to introduce a new
methods of giving the approximate solution of the equation f(x)= 0, applicable to computer calculation.

When f(X) is polynomial, we can find the true solutions easily by the factorization of f(x). In the case
that the function f(x) can’t be factorized, and that / (Xx) be trigonometric, exponential or logarithmic function,
the finding solution is much more difficult.  So we must use the computer to search for the approximate solutions.

As the approximate calculation, the bisection method, the secant method and Newton’s method are well known.

With respect to the bisection method, the convergence of approximate sequence is proved using the convergent
theorem of bounded and monotone sequence. But the speed of convergence is slow in general.

It is well known that the convergence of the secant method is faster in many cases than that of the bisection
method.  On the other hand, the assurance of the convergence of the secant method can’t be proved in general.

As the Newton’s method, the proof of convergence is done by using, for example, the principle of contraction
mapping under the additional conditions on the smoothness of f(x) .

In our study, we try to use both methods of bisection and of the regula-falsi simultaneously. ~ We introduce a
methods of giving the approximate solutions prepared with the certainty of the convergence of the bisection method

and the rate of convergence of the regula-falsi method at the same time.
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2. Preliminaries. :
Let f(x) be continuous on [a,b] satisfying f(a)- f(b)<0. By the mean value theorem, the exits at
least one point & € [a,b] suchthat f()=0 . But the concrete value of @ is unknown. So we need

to find the approximate solution of f(x)=0 instead of true solution a.

2.1 Bisection method.

Algorithm of the bisection method.
1. We find the interval [a,b] suchthat f(a)- f(b) <O0.

a+b
2. Put c=—.
2

3. () When f(c) f(a)>0,
a=c¢
b=b

(i) When f(c)-f(a)<0

a=a
b=c

(i) When f(c)=0, c¢ isthe desired solutionof f(x)=0.

Repeating the procedures 1~3, we have sequences [a,,b,] of intervals and {c,} of approximate solutions

satisfying.

Then ¢ =limc, coincides with the true solution of  f(x) =0.

Remark. The sequences {an},{bn}} are bounded and monotone.  So, by the convergence theorem of

Weierstrass, we can prove that {a,} and {b,} areconvergent. Put 4=Ilima, and B=1imb, . Then
wehave A= B by (2-1). By virtue of the inequalities a, <c, <b, , we can see that the sequence {c,}
also convergent and that C = A =B ,where C denotes the limit of {c,}.

We emphasize here that the approximate sequence of f(x) =0 obtained by the bisection method is convergent

for every continuous function f(x).
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2-2 Method of regula-falsi.
Algorithm of the method of regula-faisi.
1. We find the interval [a,b] suchthat f(a)-f(b)<O0.
2. The equation of straight line joining 2 points (a, f (a)) , (b, f (b))

is as follows.

(f®) - f@)x-a) |

y=f(a)+ P

Let ¢ be the intersection point of the above

Line and X-axis. Then

YO -b@_ _ f) (b—a) 
S ()= f(a) S (@)= f(a)

3. (I) When f(c) - f(a)>0
a=c¢
boe
(1) When f(c)-f(a)<O0
a=a
{b =c
(i) When f(c)=0, c isthe desired solution of f(x)=0.

Repeating the procedures 1~3, we have sequences [an,bn] of intervals and {c,} of approximate solutions

satisfying
02 o =%lb)=bf@)
f&,)-f(a,)
Sf(a,)
. =q ——2>""" __(ph —a),
(23) ¢, =a, f(bn)—f(a,,)(" a,)
-4 ¢, = S () (b, —a,),

" fb) - fla,)

(2-5) a,<c,<b,.

Under some additional conditions on the smoothness of f(x), we can prove that {c,} converges to the true

solution of f(x)=0. But we can’t prove the convergence of approximate sequence for general continuou

function.
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3. Method (1) of approximate solution combined the bisection method with the method of

regula —falsi.

Algorithm of the combined method (1).
We consider only the case that f(a) <0< f(b).

Step 1.
f(a)
. Put fl=a————————(b-a).
A e @
2. (i) When f(f5/)>0, put
a =a
bl,:ﬁll.
(i) When f(f))<0, put
al = f
bl=b

(i) When f(B/)=0, B is the desired solution of f(x)=0.

a +b’
3. Put f=—"1—1

(first approximate solution).

() When f(£)>0, put

{alzal’

blzﬂll

(i) When f(f,)<0, put
a =p
b =b

(i) When f(f)=0, J, isthe desired solutionof f(x)=0 and we have.

a=[=h

1 1 :
b —a, :—2—(b1'—a{)<5(b—-a)
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Step 2.

f(al)
- Put f=a-——————(b —a).
LR ey B

2. (1) When f(f))>0, put
a, =a,
{bz' =B
(i) When f(f))<0, put
{aé =5
b, =b, .

(i) When f(B;)=0, B, isthe desired solutionof f(x)=0.

’ ’

a
3. Put B, = ——22—2 (the second approximate solution)

(1) When f(ﬂz) >0, put
{az =a,
bz = 182 .
(i) When f(f,)<0, put
a, =p
bz = bzl '
(i) When f(f,)=0, B, isthe desired solutionof f(x)=0 satisfying

a,=p, b,

1 1
b2 —a, ZE(bzl —a2')<2—2(b—a)

Step n.

Repeating the procedures, we have the n-the approximate solution [3, satisfying

3-1)
b,—a, =§(b,j —a,;)<2in(b—a)
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4. Convergence of the approximate sequence obtained by the combined method (1).
In the argument of classical secant method or the method of regula-falsi, thel imit of approximate sequence
{an} does not necessarily exist. But by our method (1), the sequence { ﬂn} of approximate solutions is always

convergent to the true solution of f(x)=0. Indeed we have the following

Theorem 1. Let f(x) be a continuous function on a closed interval [a,b].  Suppose that
f(a) - f(b)<O0 , then the sequence { ﬂn} of approximate solutions obtained by the combined method (1),

converges always to the true solution of the equation f(x) =0.

Proof.  When f(a)<0< f(b), wehave

Then {an} is bounded above and monotone increasing and therefore, by virtue of Weierstrass theorem,

A=lima, exists. Similarly, B =1limb, alsoexists. Then
0=B-A4=Ilim(b, —a, )= limzin(b —a)=0  andtherefore A=5.

By virtue of the continuity of f(Xx) , we have
F(4)=lim f(a,) <0
f(B)=1lim f(b,)=>0

andhence f(A)= f(B)=0.
By the inequalities a, < f, <b, in (3—1) , wehave A=Ilima,=limf =limb, =B=4 .

Therefore [ =1limf, exist and the equalities S =A=B and f(B)= f(A)=0 hold.
Consequently {f3,} converges to the true solution f of f(x)=0.
By the same manner, we can also prove our theorem in the case that f(a) > 0> f(b).

Thus the proof of our theorem is completed. §

Remark.  The convergence of approximate sequence by the method of regula-falsi isn’t be proved in general.
But, adopting our method (1), we can add to the method of regula-falsi the assurance of the convergence of

approximate sequence of the equation f(x) =0 for every continuous function f(x).
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5. Method (2) of approximate solution combined the bisection method with the method of
regula-falsi.

Algorithm of the combined method (2).
It suffices to consider the case that f(a) <0< f(b).

Step 1.

a+b
1. Put c¢c=

2. (i) When f(c)-f(a)<O0, put a,=c, b =>b.
Gi) When f(c)-f(a)>0, put a, =a, b =c.
(i) When f(c)=0, c isthe desired solution of

3. Wedenote by ¥, the approximate solution satisfying (2-2)~(2-5) for a, and b1 satifying

_ a,f(b)-bf(a)

G- 7

Sb) - fa)
f(a)
2 p=a-— L9 (-
B T TS R
f(b)
- 1=b ——————(b - qa).
C= 7 f(bl)_f(al)( “
Then we have
a, <y, <b
1f(a) <0< f(b)
1
b, —aq, —E(b—a) //
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Step 2. '
1. (1) When f(}/1)>0, put a2'=a1 and b2'=7/1‘

(i) When f(y,)<0, put a,'=y, and b,'=b,.

(i) ~ When f(y,)=0, y, isthe desired solution of f(x)=0
@v)

a,'+b,’
2. Put ¢,'=—2—%

(i) When f(c,")>0 , put a,=a,' and b, =c," .
(i) When f(c,")<0, put a,=c," and b, =b,".
(i) When f(c,")=0, c¢," isthedesired solutionof f(x)=0.

3. Wedenote by y, the third approximate solution satisfying for (5-1)~(5-3) for a, and b2 .

Then we have

a, <y, <b,

1f(ay) <0< f(by)
1

b, —a, <?-(b—a)

Step n.
Repeating the procedures, we obtain the n-th approximate solution ¥, and the interval [a,,b,] satisfying

a,<y,<b,
(5-4) fla,) <0< f(b,)

1
b —a <—(b-
n an 2,,( a)
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6. Convergence of approximate sequence obtained by the combined method (2)

In this section, we should like to show that the approximate sequence by the method (2) converges for every

continuous function.
Theorem 2. Let f(x) be continuous on [a, b]. Suppose that f(a)- f(b) <0, then {}/n}, the sequence
of approximate solutions obtained by the method (2) converges to the true solution of f(x)=0 for every
continuous function f(x).

Proof.  Suppose that f(a)<0< f(b). Wedenoteby {[a,,b,]} the intervals satisfying the inequalities

a,<y,<b,

(5-4) 1f(a,) <0< f(b,)

1
b —a <—(b-a
n—a, 2,,( )

and the inequalities

Q
A
_Q
I
NQ
I
m
Q
I
mn
S~
I
N
NQ"
I
___Q"‘
m
[ ]

Then {an} is bounded above and monotone increasing and therefore, by virtue of the convergence theorem of

Weierstrass, A =lima, exists. Similarly, B =1limb, alsoexists. Then
. o1
0=B-A=Ilim(, —a,) < llmz—n(b—-a) =0

This implies that A = B. By the continuity of f(x), we have

f(4)=1im f(a,) =0
f(B)=lim £(5,) Z 0

and hence f(A4)= f(B)=0.
By the inequalites @, <y, <b,, we have also A=lima, =limy, =limb, =B . Therefore,

y =limy, exist and is equal toboth 4 and B.  And further we obtain

y=limy, = A=B5,
fN=fAD=f(B)=0

Thus y =limy, is the desired true solution of f(x)=0.
By the same way, we can also prove our theorem in the case that f(a) >0 > f(b).

This completes the proof.
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7. The acceleration of convergence of approximate sequence obtained by the method (2).
Finally we shall show that the speed of convergence of our method (2), is faster than that of

the bisection method.

Theorem 3. Let f(x) beintheclass c’[a,b]. Supposethat f(a)-f(b)<0 and f'(x)#0
In (a,b). Then the speed of the convergence of the sequence { }/n} obtained by our method (2)

is faster than that of the bisection method..

Proof.  The n-th approximate solution ¥, satisfies the following equalities

@) g

;/n :an -
f®,)-f(a,)
- f(a") - "."mean value theorem
=a, f’(cn)(bn—an)(n a,) (. lue th )
_ /@)
" fe)
_ f@)-f@ o
BT (v f(@)=0).
Then
) e —al@) @
f'(c,)
=a,-a- S'@,)a,~a) (mean value theorem)
Sf'(c,)
f'd,)
= — 1—_____."__
(@ - o121
- an -« ’ _ ’ d
f'(cn){f (c,)-f'(d,)}
a —a
— n " -d
f’(cn)f (& )c,—4d,)
Hence
7n—a|=Man-a c,—d, é'M an—al—l—b—al.
f'(,) 2"

1
The quantity —n)b - a' 1s the term concerning with the speed of the bisection method. By theorem2, we have

lima, —a | = 0, consequently the above inequality shows that the speed of our method (2) is  faster than that of

the bisection method. §
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